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ABSTRACT
Optimal caching of files in a content distribution network (CDN)

is a problem of fundamental and growing commercial interest. Al-

though many different caching algorithms are in use today, the

fundamental performance limits of the network caching algorithms

from an online learning point-of-view remain poorly understood

to date. In this paper, we resolve this question in the following two

settings: (1) a single user connected to a single cache, and (2) a

set of users and a set of caches interconnected through a bipartite

network. Recently, an online gradient-based coded caching policy

was shown to enjoy sub-linear regret. However, due to the lack of

known regret lower bounds, the question of the optimality of the

proposed policy was left open. In this paper, we settle this ques-

tion by deriving tight non-asymptotic regret lower bounds in the

above settings. In addition to that, we propose a new Follow-the-
Perturbed-Leader-based uncoded caching policy with near-optimal

regret. Technically, the lower-bounds are obtained by relating the

online caching problem to the classic probabilistic paradigm of

balls-into-bins. Our proofs make extensive use of a new result on

the expected load in the most populated half of the bins, which

might also be of independent interest. We evaluate the performance

of the caching policies by experimenting with the popularMovie-
Lens dataset and conclude the paper with design recommendations

and a list of open problems.
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1 INTRODUCTION
The classical caching problem, which seeks to make popular content

quickly accessible by prefetching them in a low-latency storage,

has been extensively studied in the literature. Among the online

caching policies, the Least Recently Used policy (LRU), the Least
Frequently Used policy (LFU), the FIFO policy, and online coded

caching policies have been studied extensively. However, the per-

formance guarantees available for most of these policies are highly

contingent upon some a priori assumptions on the generative model

of the file request sequence. With frequent addition of new con-

tent to the library, mobility of the users, Femtocaching with small

caches, and change in the popularity distribution with time, the

assumption of stationary file popularity barely holds in practice.

This prompts us to consider the problem of caching from an online

learning point-of-view with no a priori statistical assumptions on

the file request sequence. Our work is inspired by the recent pa-

per [2], which describes an online gradient-based coded caching

policy (OGA), and proves a sub-linear regret upper-bound for the

same. The authors also showed that popular uncoded caching poli-

cies, such as LRU, LFU, and FIFO, suffer from linear regrets. In

fact, no uncoded caching policy with a sub-linear regret is known

previously in the literature.

We formulate the network-caching problem as an online convex

optimization problem with a piecewise-linear reward function and

polytope constraints. Though a few results are known for the regret

lower bounds for online convex optimization problems [1], to the

best of our knowledge, except for [2], the regret for a linear cost

function with simplex and several box constraints, which feature

in the single-cache problem, has not been studied before. Moreover,

the problem of deriving a tight lower bound on the regret for a

piecewise-linear cost function with polytope constraints, which

arise in the context network-caching, is entirely open. The above

considerations prompt us to ask the following two questions:

Question 1. What is the fundamental performance limit of all

online caching policies regardless of their operational constraints
or computational complexity?

Question 2. Can a simple, distributed network-caching strategy

be designed which meets the above fundamental limit?

In this paper, we derive universal regret lower bounds answering

Question 1. Moreover, we answer Question 2 in the affirmative

by proposing a new Follow-the-Perturbed-Leader-based uncoded

caching policy that has near-optimal regret.

2 SYSTEM MODEL
2.1 Model for a Single Cache
We consider a library of N distinct files. Time is slotted and a cache

with a limited storage capacity can store at most C files at any

time slot. A user may request at most one file at a slot. The file
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request at time slot t is represented by an N -dimensional one-hot

encoded binary vector xt ∈ {0, 1}N , Files can be either uncoded,

or encoded with rateless erasure codes [3]. Following an online

caching policy, files are cached at every time slot before the request
for that slot arrives. We do not make any statistical assumptions

on the file request sequence {xt }t ≥1. The cache configuration at

time t is represented by the vector yt ∈ [0, 1]N , where yt ,f de-

notes the fraction of the file f cached at time t . Naturally, in the

uncoded case yt ,f ∈ {0, 1},∀f , t . The set of all admissible caching

configuration is given by Y = {y ∈ [0, 1]N :

∑N
f =1 yf ≤ C}. The

total reward accrued by a caching policy up to time T is given

by: Q
(
{xt }T

1
, {yt }T

1

)
=

∑T
t=1 q(xt ,yt ). Here, q(xt ,yt ) is the slot

wise hit-rate, given by: q(xt ,yt ) ≡ xt · yt . We define the regret

RπT ({xt }
T
1
) for a request sequence {xt }T

1
to be the difference in the

reward obtained by the best static caching configuration y∗ and
that of the online policy π :

RπT ({xt }
T
1
) := sup

y∗∈Y

(
Q
(
{xt }

T
1
, {y∗}T

1

)
−Q

(
{xt }

T
1
, {yt }

T
1

) )
. (1)

The regret RπT of any caching policy π up to time T is defined to

be the maximum regret over all admissible request sequences, i.e.,
RπT := sup{xt }T

1

RπT ({xt }
T
1
).

2.2 Model for a Bipartite Caching Network
In a bipartite Content Distribution Network (CDN), a set of users

I = {1, 2, . . . , I } is connected to a set of caches J = {1, 2, . . . , J } in
the form of a bipartite graph (I,J , E). The set of caches connected
to a user i ∈ I is denoted by ∂+(i) ≡ {j ∈ J : (i, j) ∈ E}. Similarly,

the set of users connected to a cache j ∈ J is denoted by ∂−(j) ≡
{i ∈ I : (i, j) ∈ E}. The in-degree of the cache j is defined as dj ≡
|∂−(j)|, j ∈ J . For simplicity, assume that dj = d,∀j ∈ J , and that

each cache has equal capacity C . A user i may request at most one

file (represented by the one-hot encoded vector x it ,∀i) at slot t . Each
file-request may be served by any (one or more) neighboring caches.

The configuration of the jth cache at slot t is denoted by the vector

y jt ,∀j . We consider caching two types of content- (1) Elastic contents
(e.g., multi-resolution HD videos) and (2) Inelastic contents (e.g.,
databases, documents). Receiving multiple layers (resolutions) of an

elastic content improves its overall utility. Consequently, the reward

function for elastic contents is defined asqelastic(xt ,yt ) ≡
∑
i ∈I x

i
t ·

(
∑
j ∈∂+(i)y

j
t ). On the other hand, receiving multiple copies of an

Inelastic Content does not increase its utility (single copy suffices

for full decoding). Hence, the reward function for inelastic contents

is defined as qinelastic(xt ,yt ) ≡
∑
i ∈I x

i
t ·min{1, (

∑
j ∈∂+(i)y

j
t )}.

Algorithm 1 FTPL policy for Single Cache

1: count← 0,η ← 1

(4π logN )1/4

√
T
C

2: for t = 1 to T do
3: count← count + xt
4: Sample γt ∼ N(0, IN×N )
5: perturbed count← count + ηγt
6: Sort perturbed count in decreasing order and load the top

C files in the cache.

7: end for

3 KEY CONTRIBUTIONS
We make the following key theoretical contributions in the paper:

(1) Lower bound for a single cache: The regret RπT of any

online caching policy π in the single cache setting, for a library size

N and cache capacity C with N ≥ 2C , is lower bounded as

RπT ≥

√
CT

2π
− Θ(

1

√
T
), ∀T ≥ 1. (2)

The above result improves upon the previously known asymptotic
lower bound in [2] by removing the dependence on N from the

regret bound.

(2) Lower bounds for caching networks: For caching elastic
contents in a bipartite network in the above set up with N ≥ 2C ,
the regret of any online caching policy π is lower bounded as:

RπT ≥ d |J |

√
CT

2π
− Θ(

1

√
T
), ∀T ≥ 1. (3)

For caching inelastic contents in a bipartite network in the above

set up with N ≥ 2C |J |, the regret of any online caching policy π
is lower bounded as:

RπT ≥ d

√
|J |CT

2π
− Θ(

1

√
T
), ∀T ≥ 1. (4)

(3) Near-optimal caching policies: In Algorithm 1, we pro-

pose a simple uncoded caching policy based on the Follow-the-

Perturbed-Leader (FTPL) paradigm in online learning. In the single

cache setting, the FTPL uncoded caching policy achieves the fol-

lowing upper bound on the expected regret, where the expectation

is taken over the intrinsic randomness of the algorithm:

E{γt }t≥1
(
RFTPLT ) ≤ 1.51(logN )1/4

√
CT . (5)

Eqns. (2) and (5) show that FTPL is regret-optimal up to a poly-log

factor. We also prove that the lower bounds in Eqns. (3) and (4) are

tight up to a constant factor and up to a factor of O(
√
|J |) resp.

The OGA policy [2] achieves the corresponding upper bounds. A

version of the FTPL policy is also shown to be regret-optimal up to

a constant factor in the bipartite cache setting for elastic contents.

(4) New proof techniques: We establish the lower bounds in

Eqns. (2), (3), and (4) by relating the online caching problem to the

classic probabilistic setup of balls-into-bins. In particular, we derive

a new non-asymptotic lower bound to the expected total load in

the most populated n bins whenm balls are randomly thrown into

2n bins. This is the first paper where a connection between online

learning and the framework of balls-into-bins has been explicitly

brought out and exploited in proving regret lower bounds.
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